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Background
Bioinformatics, together with machine learning, can extend the scope of medical or 
biological practices. Biological and medical diagnoses and treatments sometimes 
need appropriate instruments. Machine-assisted medical diagnosis focuses on auto-
matic disease inference from observed symptoms. However, physical laws are limited. 
Therefore, advanced inference technologies must be developed to complement device 

Abstract 

Biological and medical diagnoses depend on high-quality measurements. A wearable 
device based on Internet of Things (IoT) must be unobtrusive to the human body to 
encourage users to accept continuous monitoring. However, unobtrusive IoT devices 
are usually of low quality and unreliable because of the limitation of technology pro‑
gress that has slowed down at high peak. Therefore, advanced inference techniques 
must be developed to address the limitations of IoT devices. This review proposes that 
IoT technology in biological and medical applications should be based on a new data 
assimilation process that fuses multiple data scales from several sources to provide 
diagnoses. Moreover, the required technologies are ready to support the desired 
disease diagnosis levels, such as hypothesis test, multiple evidence fusion, machine 
learning, data assimilation, and systems biology. Furthermore, cross-disciplinary inte‑
gration has emerged with advancements in IoT. For example, the multiscale modeling 
of systems biology from proteins and cells to organs integrates current developments 
in biology, medicine, mathematics, engineering, artificial intelligence, and semicon‑
ductor technologies. Based on the monitoring objectives of IoT devices, researchers 
have gradually developed ambulant, wearable, noninvasive, unobtrusive, low-cost, and 
pervasive monitoring devices with data assimilation methods that can overcome the 
limitations of devices in terms of quality measurement. In the future, the novel fea‑
tures of data assimilation in systems biology and ubiquitous sensory development can 
describe patients’ physical conditions based on few but long-term measurements.
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measurements. In contrast to human experts without knowledge of specific diagnostic 
criteria, statistical inference avoids type I and II errors. However, the assistive role of 
a machine must be consistent, and the final diagnostic decision must be ordered by a 
physician. As a consequence, full automation provides insufficient benefits in practical 
applications.

Current clinical diagnoses often provide decisions by comparing physiological data 
with several heuristically defined thresholds; for example, “infarction is true if ST-waves 
elevation exceeds 60%”. However, this scheme is only good for a human expert but not 
for a dummy machine. A trained doctor can consolidate all necessary data and replace 
relevant numbers with intuitive information to finalize his diagnosis, but a machine can-
not perform such replacements. Computerized diagnosis aims to replace human intui-
tion with various comprehensive algorithms and complicated criteria. Nevertheless, 
replacement has yet to be achieved. Thus, ideal computerized assistance should assess 
the statistical significance of conclusions and extend the scope of human experts to per-
form time-consuming and large-quantity investigations, as well as not mimic human 
processes. Technological advancements have improved backward and forward infer-
ences to provide novel evidence for quality judgment by human experts [1]. New sta-
tistical inference methods help doctors observe details that were previously difficult to 
observe because of high sampling costs in body reaction, such as in blood, radiative, or 
invasive tests. Moreover, existing technologies have been continuously developed to 
support high levels of disease diagnoses, such as hypothesis testing, multiple evidence 
fusion, machine learning, data assimilation, and systems biology.

A highly efficient tool is necessary to combine data from various sources. Data assimi-
lation refers to the quantitative methods which combine observations of variables with 
system behaviors to estimate internal states and key parameters. In scientific applica-
tions, data assimilation is similar to solving an inverse problem with ill-posed condition 
complex solutions. Although the concept is based on geosciences, data assimilation is 
a well-developed discipline in various fields, including ocean forecasting [2], paleocli-
matology [3], and gene networking [4]. Moreover, data assimilation has been applied to 
initiate large weather projects, such as the Regional Ocean Modeling System [5].

Current medical research trends include personalized medicine [6] and patient-spe-
cific modeling [7]. Influential applications have emerged because of the prominence of 
Internet of Things (IoT) and progress of cross-disciplinary integration. For example, the 
multiscale modeling of systems biology from proteins, cells, organs, and individuals inte-
grates the contemporary development of biology, medicine, mathematics, engineering, 
artificial intelligence, and semiconductor technologies. IoT is a computing concept envi-
sioned as the physical objects connected to the Internet with the ability to identify them-
selves to other devices [8–10]. Researchers have gradually designed ambulant, wearable, 
noninvasive, unobtrusive, low-cost, and pervasive monitoring devices based on IoT-
related monitoring devices. Moreover, with the successful integration of cross-discipli-
nary research, personalized medicine has become considerably realistic. Additional data 
from ambulant devices should be provided to obtain novel evidence. Vital signs are criti-
cal to diagnosis, but some signs are difficult to obtain [11]. Ideal transducers should be 
based on temporal and spatial patterns and physical signals, such as acoustic, electrical, 
and optical measurements [12, 13]. New generations of automatic diagnostic systems 
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should allow personalized treatments. In the future, novel data assimilation methods for 
systems biology and ubiquitous sensory can reveal a patient’s physical responses, which 
are modeled as a series of inverse inferences in each scale of system models [4, 14, 15].

Two problems are encountered in cross-disciplinary research. First, not all wear-
able devices can easily collect useful vital signs. Second, accurate treatments suggestion 
becomes challenging from mutually conflict information even if the first problem can 
be solved. Backward inferences can be achieved through Bayesian techniques, because 
inverse problems attributed to multiscale modeling are ill-posed. Hidden states, cause-
effect relations, missing measurement values, and control consequences are obtained by 
solving inverse problems. Thus, a potential treatment can be derived when all internal 
states are clarified [16, 17].

Similar to those portrayed in science fiction movies, instruments have been developed 
to observe a human body from multiple perspectives, including cell and organ shapes 
and the interaction timing of objects, such as a car technician running a computerized 
diagnosis on the timing of an engine ignition sequence. Using this tool, doctors can 
easily perform an immediate diagnosis. Before this scope was invented, mathematical 
inference was necessary to overcome measurement inaccuracy. Hence, inverse prob-
lems should be solved with advanced data assimilation techniques to provide new data 
evidence.

In the left panel of Fig. 1, the estimation of the unmeasured signals is inaccurate when 
one measuring device is used. The true signal should be in a solid line, and the estimated 
signal become the dashed line, because the estimation algorithm is insufficient. In this 
case, the consequence of estimation is equivalent to that of interpolation. Using data 
assimilation algorithm (right panel of Fig. 1), the estimation becomes accurate and adds 
new information to Device 1 by introducing Device 2. For example, a blood test cannot 
be performed frequently, but non-invasive galvanic potential can help improve the esti-
mation of other measurements. In Fig. 2, new evidence can be derived through obser-
vations of common causes. Through known system models, one observable can derive 
hidden parameters and then derive other unobservable. For example, from ECG we can 
estimate infarction locations and then we can estimate troponin concentration without 
physical measurement.

Identifying the relationship between causes and effects is important in assimila-
tion. For example, the relationship could be a linear combination of several causative 

Fig. 1  Data assimilation based on multiple evidence can enhance measurement accuracy
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factors or autoregressive functions in several change rates. Such relationships are 
described on three levels: interaction, constraint, and mechanism-based models [18]. 
We consider the mechanism-based model, referred to as the relation system model, 
that serves as the key to performing correct forward and reverse inferences. When 
integrated with cross-disciplinary knowledge, IoT-based multiscale data assimilation 
based (Fig. 3) can achieve the goals of personalized medicine. The accuracy of estima-
tion can be mutually compensated between different scales.

Data assimilation is implicated in personalized medicine when genome and pro-
teome data cannot be read at home. To our knowledge, efficient and unobtrusive IoT 
devices that are accessible and can process multisource decision-making for data 
assimilation have yet to be developed. However, commercially available prototypes 
have been designed. Cardiovascular system-related data, such as heart rate (HR) reg-
ularity and blood pressure (BP), can be recorded, monitored, and analyzed in a cloud 
control center with advanced mobile devices, such as mobile phones, smart watches, 
patient monitoring devices, or personal digital assistants [19]. Moreover, the diagno-
sis of cardiac arrhythmias, such as atrial fibrillation, can be easily made with such 
devices; subsequently, early disease management shall be applied, and the undesirable 
complications of diseases, such as stroke, may be prevented [20]. For a patient with an 
intracardiac electronic device, such as a pacemaker or a defibrillator, a home remote 
care system can be applied to upload cardiac electrophysiological information and 
body fluid status. An increase in tissue impedance, which may indicate fluid retention 
and heart failure, can be detected early, and doctors can be immediately informed 
via the system. Moreover, early diuretic administration and intervention can amelio-
rate heart failure, avoid hospitalization and respiratory failure, and minimize the eco-
nomic burden on governments [21, 22]. Furthermore, implantable continuous glucose 
monitoring devices are available commercially. Glucose sensors can wirelessly com-
municate with an external receiver, such as a smartphone, and offer a high-bandwidth 
data source for a health provider; and these sensors are applicable to new diabetes-
related health information technology applications [23–25].

Fig. 2  Concept of data assimilation
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Data collection devices for bioinformatics
Sensory devices are key enablers of a new data assimilation paradigm. To obtain ambu-
lant, wearable, noninvasive, unobtrusive, low-cost, and pervasive monitoring devices, 
researchers have extensively investigated various measurements with single devices and 
integrating numerous devices. Advancements in hardware technology and mathematical 
analysis have continuously expanded the field of sensory devices.

The importance of pervasive computing and IoT technology has been promoted in 
healthcare applications [26, 27]. The role of wearable devices in the paradigm of p-health, 
namely, participation, prevention, prediction, preemptive, pervasive, and personalized, 
has been highlighted [28]. With various technologies essential for patient monitoring, 
wireless devices and microchips contribute to the success of future applications [12, 29, 
30]. In order to monitor chronic diseases and perform preventive care, pervasive com-
puting is necessary for pursuing the acceptance of patients [13, 31]. A support vector 
machine has been proposed that combines measurements from health professionals 
with continuous data acquired from wearable devices to predict patient deterioration 

Fig. 3  Multiscale data assimilation based on Internet of Things devices
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that may readmit to Intensive Care Units (ICU) [32]. Personalized data and healthcare 
information, along with cloud computing, have been transmitted and processed over the 
cloud [33].

Among the requirements of a wearable monitoring device for common vital signs, 
such as electrocardiogram (ECG), ballistocardiogram (BCG), HR, respiration rate (RR), 
BP, blood oxygen saturation (SpO2), core/surface body temperature, posture, and physi-
cal activities, unobtrusiveness is probably the most important property for continuous 
monitoring [34]. Several methods can be unobtrusive to patients [34], including capac-
itance-coupled sensing for ECG, electroencephalogram, (EEG) and electromyogram 
(EMG); photoplethysmographic (PPG) sensing for SpO2, HR, RR, and BP; pulse wave 
propagation sensing for BP; piezoelectric sensing for respiration, heart sound, and BCG; 
inductive plethysmogram and optical fibers into textiles for respiration; and radar sens-
ing for lung or heart motions. With the physical capability of individual sensors, multiple 
sensors can be deployed to acquire the same vital sign. In this case, an effective algo-
rithm in data fusion can resolve the limitations of wearable devices [34].

Sound is apparently the easiest parameter to obtain among commonly measured phys-
iology data [35]. However, this parameter also suffers from contamination by cross-talk, 
noise, and artifacts. Lung motion involves low- and high-frequency vibrations. Moreo-
ver, the air resonance caused by high-frequency components creates an audible sound 
and can be analyzed to determine the ectopic functioning of lungs. Time–frequency 
analysis has been performed to extract the wheeze inside normal and abnormal breath 
sounds [35, 36]. Pneumonia has been automatically detected in breath sounds via short-
time Fourier transform and machine intelligence [37]. Abnormal respiration sounds have 
been detected by tracking instantaneous frequencies, which can be similarly obtained 
by previous approaches, and envelop, which can be obtained from ensemble empirical 
mode decomposition [38]. Sound signals from the heart are complicated. Aortic and 
pulmonary components of the second heart sound have been separated by establishing a 
nonlinear model of the observed chirp signals [39].

Like sound, light, photographic signals are easily obtainable. For example, PPG is used 
to derive heart and lung activities using reflection from incident lights; that is, PPG is 
applied to obtain the heart and respiratory rates independently, and the respiratory rate 
is subsequently recalibrated with the relationship between the two rates [40]. The accu-
racy of estimation is commonly cross-verified with these two parameters. In another 
proposed method [41], rough PPG signals are calibrated with ECG signals.

Electrical signals are important in noninvasive and unobtrusive sensing methods. 
However, most low-cost devices suffer from noise problems. Various measuring agents, 
such as current, impedance [42], and capacitance, suffer from low signal-to-noise (S/N) 
ratio. Heart-correlated impedance changes in the legs are measured for pulse rate, and a 
comparative result has been obtained under well-controlled conditions [43]. The bath-
room weighing scale concept has been applied and an unobtrusive impedance monitor 
has been developed for cardiovascular health [44]. Moreover, an ECG sensor in wireless 
hardware has been utilized for long-term wear [45]; as well as current heart monitoring 
systems [46]. Furthermore, impedance and capacitance have been proposed as poten-
tial candidates for long-term wear where measuring electrical potential is unreliable and 
active motion artifacts have been compensated during surface capacitance measurement 
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[47]. With the prevalence of wearable devices, commercialization has pressured this cat-
egory of sensors to viability.

Certain organ motions, such as heartbeats or lung aspirations, are easily detected by 
Doppler radars. However, measuring BP without a cuff is still under development. For 
example, BP is estimated with pulse wave velocity and transit time, which are considered 
vital signs [48]. Similarly, BCG and plastic optical fiber technology have collected cor-
responding pulse waves with unobtrusive cardiovascular monitoring systems [49, 50].

Among available wearable devices, a continuous blood sugar monitor is probably the 
most wanted functionality; nevertheless, the following unfavorable gaps have yet to be 
overcome. Personalized wearable devices have been proposed [51], but blood sugar 
measurement remains challenging [24]. Current technologies for non-invasive glu-
cose monitoring have been reviewed, and results have revealed current drawbacks and 
potential alternatives [52]. Therefore, breath gas contents and microwave skin reflection 
have been recommended as alternatives for blood glucose estimation [53, 54]. Moreo-
ver, Bayesian methods have been applied to overcome the inaccuracy of plasma glucose 
measurement from interstitial observations [55].

Data from various devices are irrelevant without a sophisticated medical decision 
system. A computerized program has been established based on diagnostic assistance 
[56, 57]. Advanced statistics and medical knowledge have been accumulated through-
out technological development [58, 59]. Similar statistics has been shared with systems 
biology [60]. Medical decision systems at two instances have been reviewed, and several 
support systems for major clinical decisions have been designed [61, 62]. A model has 
been implemented based on a diagnostic system to statistically analyze the composition 
profile of lipoprotein subclasses from clinical chemistry data, which helps predict meta-
bolic disorders and cardiovascular risk [63].

Fusion of multisource evidence in systems biology
Advanced statistical techniques are necessary to fuse data from multiple sources. A data 
fusion-based risk assessment framework for human health was proposed in accordance 
with Dempster–Shafer theory and systems biology principles to achieve excellent evi-
dence fusion [64]. The same evidence fusion theory has been applied to design and fuse 
multisensory evidence for engine fault diagnosis [65]. A framework with multiscale pro-
cesses and multiple model choices, such as ordinary or partial differential equations, has 
been recommended for biological applications [66].

Prediction functions well with the correct system model. Among the most common 
and traditional models are linear regression and linear time series types. However, linear 
and time-invariant systems are part of a small portion of the actual world phenomena. 
Moreover, most systems change with time, and outputs are not linearly proportional to 
inputs. Some systems can be easily discussed with a simple transformation. For instance, 
neural network transformation has been implemented to bypass nonlinear problems and 
perform effective inferences based on extracted features [67, 68]. Models and methods 
in discovering biomarkers have been reviewed to predict clinical outcomes in the cardio-
vascular field [69]. Mathematical modeling has been applied to predict atherosclerosis 
[70].
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Systems biology can be easily merged with data assimilation in bioinformatics. For 
example, the same hierarchical Bayesian estimator with data assimilation has been used 
to rank several biochemical system models on the basis of hidden parameters [71]. The 
properties and solutions of inverse problems have been reviewed in terms of systems 
biology in relation to mathematical modeling and experiments [18]. In systems biol-
ogy, cell functions should be elucidated in terms of system dynamics [72]. Therefore, the 
goals of systems biology are consistent with those of data assimilation. A Kalman filter, 
which is a specific data assimilation method, has been used to recursively estimate hid-
den parameters in a biological system [73]. The roles of systems biology in predictive and 
preventative medicine have been highlighted [74, 75]. In the proposed concept of sys-
tems medicine, medical genomics is merged with healthcare applications [76]. Moreo-
ver, personalized medicine should be based on systems biology [77, 78]. With advances 
in scientific knowledge, personalized medicine with patient-specific modeling has been 
achieved. Research progresses on patient-specific modeling have been reviewed, and 
results have revealed that simulation should address challenges in the dynamics of sys-
tems biology instead of solely on 3D image presentation [7].

Bayesian statistics has been improved to support statistical inference in systems biol-
ogy. Inference methods have been proposed for medical prediction [79]. Computation 
issues in biology have been determined, and the importance of statistical inference has 
been explained [60]. A Bayesian network has been constructed without comprehensive 
observations [80]. Moreover, Bayesian methods, such as biological sequence, microar-
ray, and protein interaction analysis, have been applied to bioinformatics [81]. Future 
applications, such as statistical inference based on the system information of differen-
tial equations, have been proposed through Bayesian methods in bioinformatics [81]. A 
tutorial on Bayesian network basics in the health domain has been provided [82]. Com-
plementary to computations per se, a multiscale design at protein, cellular, tissue, and 
organ levels has been recommended [83].

In advanced Bayesian applications, a partially collapsed Gibbs sampler is used in ECG 
signals to delineate P- and T-waves, which are difficult to locate without using maximum 
posterior probability [16]. The precision of the parameters in a Bayesian network will not 
significantly alter the correctness of diagnosis [84]. Moreover, a Bayesian network deci-
sion model has been proposed to diagnose dementia-related diseases [85]. Furthermore, 
a hierarchical Bayesian method has been employed to estimate the posterior distribution 
of transmural ECG imaging without acquiring accurate geometric parameters [17].

Data assimilation in biology and medicine
Unobservable data can be readily estimated by Bayesian methods, forward system equa-
tions, and few observations, even without detailed parameters, which are then gradu-
ally estimated through assimilation. Moreover, the technique applies sparsely observed 
information to estimate system internal states by acquiring assumptions based on system 
behaviors typically governed by a set of predefined spatio-temporal equations. Assimila-
tion application can significantly reduce the requirement of measurement [16, 17].

Although well-developed diagnostic decision support systems have been established 
for general usage, accumulated experiences are helpful for more elaborate applications 
upon establishing the forward path of system dynamics. New algorithms are necessary 
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for fusing data when observations are collected from different models of system dynam-
ics [32]. Scientific knowledge and applications are important in the success of related 
developments because system dynamics modeling is crucial in data assimilation. How-
ever, a simple linear regression between causes and effects is insufficient for biological 
and medicinal applications.

Chemical measurements produce the minimum amount of measured data for a 
required level of accuracy because laboratory experiments are costly and time-consum-
ing [63]. Chemical data assimilation has been reviewed by introducing a computational 
model in marine biogeochemistry, which combines observed data and system behav-
ior models [86]. Moreover, a Bayesian method and prior knowledge in parameters have 
been applied to estimate bacterial growth rate using minimum required measurement 
data in bacterial counting [87].

In data assimilation, automatic diagnosis is performed to achieve disease inference 
and measurement data completion via a forward system with inferred disease states. The 
fundamental Bayesian statistics used in data assimilation, including ensemble Kalman 
filtering, Markov chain Monte Carlo sampling, and hierarchical Bayesian modeling, have 
been described [88]. Furthermore, stochastic processes in data assimilation that infer 
high-quality data measurements using frequent low-quality observations and rare accu-
rate observations have been reviewed [89].

Data assimilation mostly focuses on sequential problems; hence, a tractable algo-
rithm is essential for computational feasibility. A relevant sampling of the Monte Carlo 
method or particle filters have been applied to approximate Bayesian updating within 
the large space of posterior probabilities [90]. Sequential data assimilation algorithm has 
been performed based on limited observations for continuous monitoring of soil mois-
ture and temperature [91]. State-space and parameter estimations have been conducted 
simultaneously using an ensemble Kalman filter [92].

Data assimilation has been applied to resolve various issues in medical applications. 
A tissue contractility problem has been investigated to predict infarctions by using a 
sequential data assimilation approach based on a biomechanical heart model established 
from magnetic resonance imaging data [93, 94]. The myocardial mechanical property 
has been estimated on the basis of end-diastolic displacement measurements via a data 
assimilation framework [14]. Moreover, cardiac contraction and relaxation have been 
determined via a variational data assimilation approach based on a new dynamic model 
using cine-magnetic resonance imaging (MRI) sequences [15].

In bioinformatics, Bayesian and Markov approaches have been used extensively, but 
applications that estimate sequentially changing dynamics have yet to be fully devel-
oped. Regarding the genomic sequencing problem, semidefinite programming and 
kernel methods have been used to fuse various types of experimental data using similari-
ties between pairs of genes and proteins [95]. State-space data assimilation with a high 
moment ensemble particle filter in a sequentially changed gene regulatory network has 
been performed to estimate hidden state variables, which are inferred from time-course 
observation data from several information sources [4].

The purposes of medical data assimilation and medical decision support system are 
different. Data assimilation may create millions of systems for different patients and 
can be applied to collect personal data, establish models, and obtain new evidence. 
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Moreover, it seldom applies the logic that most people act in such manner that others 
may follow the same way.

Conclusions and future development
This review illustrates that IoT technology in biological and medical applications has 
remarkably influenced next-generation healthcare. However, advanced data process-
ing technologies and cross-disciplinary integration must be developed to complement 
the physical limitations of portable devices. Relevant technologies are mostly ready 
to support the desired level of disease diagnosis, such as hypothesis testing, multiple 
evidence fusion, machine learning, data assimilation, and systems biology. The multi-
scale modeling of systems biology at protein, cellular, and organ levels has integrated 
the contemporary development of biology, medicine, mathematics, engineering, arti-
ficial intelligence, and semiconductor technologies.

New data assimilation processes enable the fusion of multiple data scales from mul-
tiple sources and is, therefore, sufficient to provide the desired precision for diag-
nosis or medical decisions. Based on monitoring objectives related to IoT devices, 
researchers have designed ambulant, wearable, noninvasive, unobtrusive, low-cost, 
and pervasive monitoring devices on the assumption that data assimilation methods 
can address the limitations of such devices in terms of quality measurement.

In future studies, novel data assimilation approaches in systems biology and ubiqui-
tous sensory studies can help elucidate a patient’s physical conditions with few, non-
intrusive, and long-term measurements.
Declarations
Authors’ contributions 
YJC designed the study, performed the experiments, analyzed the data, and wrote the manuscript. WHT and WHH 
participated in designing the study, analyzing the data, and editing the manuscript. All authors read and approved the 
final manuscript.

Author details
1 Division of Cardiology, Department of Internal Medicine, National Yang-Ming University Hospital, Yilan, Taiwan. 
2 Department of Healthcare Administration and Medical Informatics, Kaohsiung Medical University, Kaohsiung, Taiwan. 
3 Department of Medical Research, Kaohsiung Medical University Hospital, Kaohsiung, Taiwan. 4 Department of Logistics 
Management, National Kaohsiung University of Science and Technology, Kaohsiung, Taiwan. 

Acknowledgements
We thank the anonymous reviewers and editors for their careful reading of our manuscript and their many insightful 
comments and suggestions.

Competing interests
The authors declare that they have no competing interests.

Availability of data and materials
Not applicable.

Consent for publication
Not applicable.

Ethics approval and consent to participate
Not applicable.

Funding
Publication of this article was funded by the Ministry of Science and Technology, Taiwan, under Grant MOST 105-2221-E-
037-004, 104-2410-H-327-018-MY3, 106-2221-E-037-001, 106-2622-E-037-005-CC3, 106-2218-E-327-001, 107-2221-E-037-
006, 107-2218-E-992-308, and the “Intelligent Manufacturing Research Center” (iMRC) from the Featured Areas Research 
Center Program within the framework of the Higher Education Sprout Project by the Ministry of Education (MOE) in 
Taiwan.



Page 45 of 47Tang et al. BioMed Eng OnLine 2018, 17(Suppl 2):147

About this supplement
This article has been published as part of BioMedical Engineering OnLine Volume 17 Supplement 2, 2018: Proceedings of the 
International Conference on Biomedical Engineering Innovation (ICBEI) 2016. The full contents of the supplement are avail‑
able online at https​://biome​dical​-engin​eerin​g-onlin​e.biome​dcent​ral.com/artic​les/suppl​ement​s/volum​e-17-suppl​ement​-2.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Published: 6 November 2018

References
	1.	 Dowd M, Jones E, Parslow J. A statistical overview and perspectives on data assimilation for marine biogeochemical 

models. Environmetrics. 2014;25:203–13.
	2.	 Wikle CK, Milliff RF, Nychka D, et al. Spatiotemporal hierarchical bayesian modeling tropical ocean surface winds. J 

Am Stat Assoc. 2001;96:382–97.
	3.	 Hakim GJ, Annan J, Brönnimann S, et al. Overview of data assimilation methods. PAGES News. 2013;21:72–3.
	4.	 Hasegawa T, Mori T, Yamaguchi R, et al. Genomic data assimilation using a higher moment filtering technique for 

restoration of gene regulatory networks. BMC Syst Biol. 2015;9:1–13.
	5.	 Haidvogel DB, Arango H, Budgell WP, et al. Ocean forecasting in terrain-following coordinates: formulation and skill 

assessment of the regional ocean modeling system. J Comput Phys. 2008;227:3595–624.
	6.	 Van der Greef J, Hankemeier T, McBurney R. Metabolomics-based systems biology and personalized medicine: mov‑

ing towards clinical trials? Pharmacogenomics. 2006;7:1087–94.
	7.	 Neal ML, Kerckhoffs R. Current progress in patient-specific modeling. Brief Bioinform. 2010;11:111–26.
	8.	 Kelly SDT, Suryadevara NK, Mukhopadhyay SC. Towards the implementation of IoT for environmental condition 

monitoring in homes. IEEE Sens J. 2013;13:3846–53.
	9.	 Yang G, Xie L, Mantysalo M, et al. A health-IoT platform based on the integration of intelligent packaging, unobtru‑

sive bio-sensor, and intelligent medicine box. IEEE Trans Ind Inf. 2014;10:2180–91.
	10.	 Lee I, Lee K. The internet of things (IoT): applications, investments, and challenges for enterprises. Bus Horiz. 

2015;58:431–40.
	11.	 Seymour CW, Kahn JM, Cooke CR, et al. Prediction of critical illness during out-of-hospital emergency care. JAMA. 

2010;304:747–54.
	12.	 Tarassenko L, Clifton D. Semiconductor wireless technology for chronic disease management. Electron Lett. 

2011;47:S30–2.
	13.	 Tentori M, Hayes GR, Reddy M. Pervasive computing for hospital, chronic, and preventive care. Found Trends Hum 

Comput Interact. 2012;5:1–95.
	14.	 Xi J, Lamata P, Shi W, et al. An automatic data assimilation framework for patient-specific myocardial mechanical 

parameter estimation. Functional imaging and modeling of the heart. Heidelberg: Springer; 2011.
	15.	 Tuyisenge V, Sarry L, Corpetti T, et al. Joint myocardial motion and contraction phase estimation from cine MRI using 

variational data assimilation. Statistical atlases and computational models of the heart-imaging and modelling chal‑
lenges. Cham: Springer; 2014.

	16.	 Lin C, Mailhes C, Tourneret JY. P-and T-wave delineation in ECG signals using a Bayesian approach and a partially 
collapsed Gibbs sampler. IEEE Trans Biomed Eng. 2010;57:2840–9.

	17.	 Rahimi A, Sapp J, Xu J, et al. Examining the impact of prior models in transmural electrophysiological imaging: a 
hierarchical multiple-model Bayesian approach. IEEE Trans Med Imaging. 2016;35:229–43.

	18.	 Villaverde AF, Banga JR. Reverse engineering and identification in systems biology: strategies, perspectives and chal‑
lenges. J R Soc Interface. 2014;11:20130505.

	19.	 Wallen MP, Gomersall SR, Keating SE, et al. Accuracy of heart rate watches: implications for weight management. 
PLoS ONE. 2016;11:e0154420.

	20.	 Carpenter A, Frontera A. Smart-watches: a potential challenger to the implantable loop recorder? Europace. 
2016;18(6):791–3.

	21.	 Ricci RP, Morichelli L, Santini M. Home monitoring remote control of pacemaker and implantable cardioverter defi‑
brillator patients in clinical practice: impact on medical management and health-care resource utilization. Europace. 
2008;10:164–70.

	22.	 Bhimaraj A. Remote monitoring of heart failure patients. Methodist DeBakey Cardiovasc J. 2013;9:26.
	23.	 Gough DA, Kumosa LS, Routh TL, et al. Function of an implanted tissue glucose sensor for more than 1 year in 

animals. Sci Transl Med. 2010;2:42ra53.
	24.	 Hoss U, Budiman ES, Liu H, et al. Continuous glucose monitoring in the subcutaneous tissue over a 14-day sensor 

wear period. J Diabetes Sci Technol. 2013;7:1210–9.
	25.	 Kumosa LS, Routh TL, Lin JT, et al. Permeability of subcutaneous tissues surrounding long-term implants to oxygen. 

Biomaterials. 2014;35:8287–96.
	26.	 Orwat C, Graefe A, Faulwasser T. Towards pervasive computing in health care–a literature review. BMC Med Inform 

Decis Mak. 2008;8:1.
	27.	 Atzori L, Iera A, Morabito G. The internet of things: a survey. Comput Netw. 2010;54:2787–805.
	28.	 Teng XF, Zhang YT, Poon CC, et al. Wearable medical systems for p-health. IEEE Rev Biomed Eng. 2008;1:62–74.
	29.	 Bui N, Zorzi M. Health care applications: a solution based on the internet of things. In: Proceedings of the 4th inter‑

national symposium on applied sciences in biomedical and communication technologies. 2011. p. 131.

https://biomedical-engineering-online.biomedcentral.com/articles/supplements/volume-17-supplement-2


Page 46 of 47Tang et al. BioMed Eng OnLine 2018, 17(Suppl 2):147

	30.	 Jara AJ, Zamora-Izquierdo MA, Skarmeta A. Interconnection framework for mhealth and remote monitoring based 
on the internet of things. IEEE J Sel Areas Commun. 2013;31:47–65.

	31.	 Cook DJ, Das SK. Pervasive computing at scale: transforming the state of the art. Pervasive Mob Comput. 
2012;8:22–35.

	32.	 Clifton L, Clifton DA, Pimentel MA, et al. Predictive monitoring of mobile patients by combining clinical observations 
with data from wearable sensors. IEEE J Biomed Health Inform. 2014;18:722–30.

	33.	 Sultan N. Making use of cloud computing for healthcare provision: opportunities and challenges. Int J Inf Manag. 
2014;34:177–84.

	34.	 Zheng YL, Ding XR, Poon CCY, et al. Unobtrusive sensing and wearable devices for health informatics. IEEE Trans 
Biomed Eng. 2014;61:1538–54.

	35.	 Taplidou SA, Hadjileontiadis LJ. Wheeze detection based on time-frequency analysis of breath sounds. Comput Biol 
Med. 2007;37:1073–83.

	36.	 Puder LC, Fischer HS, Wilitzki S, et al. Validation of computerized wheeze detection in young infants during the first 
months of life. BMC Pediatrics. 2014;14:257.

	37.	 Morillo DS, Jiménez AL, Moreno SA. Computer-aided diagnosis of pneumonia in patients with chronic obstructive 
pulmonary disease. J Am Med Inform Assoc. 2013;20:e111–7.

	38.	 Lozano M, Fiz JA, Jané R. Automatic differentiation of normal and continuous adventitious respiratory sounds 
using ensemble empirical mode decomposition and instantaneous frequency. IEEE J Biomed Health Inform. 
2016;20:486–97.

	39.	 Xu J, Durand L, Pibarot P. Nonlinear transient chirp signal modeling of the aortic and pulmonary components of the 
second heart sound. IEEE Trans Biomed Eng. 2000;47:1328–35.

	40.	 Zhu T, Pimentel MA, Clifford GD, et al. Bayesian fusion of algorithms for the robust estimation of respiratory rate from 
the photoplethysmogram. In: The 37th annual international conference of the IEEE engineering in medicine and 
biology society. 2015. p. 6138–41.

	41.	 Kim H, Kim Y, Kim J, et al. Method for restoring PPG signals using ECG correspondences and SVR. Electron Lett. 
2013;49:1518–20.

	42.	 Bera TK. Bioelectrical impedance methods for noninvasive health monitoring: a review. J Med Eng. 
2014;2014:381251.

	43.	 Gonzalez-Landaeta R, Casas O, Pallas-Areny R. Heart rate detection from plantar bioimpedance measurements. IEEE 
Trans Biomed Eng. 2008;55:1163–7.

	44.	 Inan OT, Etemadi M, Wiard RM, et al. Unobtrusive monitoring of cardiovascular health at home using a modified 
weighing scale. In: The 6th European conference of the international federation for medical and biological engi‑
neering. New York: Springer. 2015. p. 918–21.

	45.	 Nemati E, Deen MJ, Mondal T. A wireless wearable ECG sensor for long-term applications. IEEE Commun Mag. 
2012;50:36–43.

	46.	 Jain PK, Tiwari AK. Heart monitoring systems—a review. Comput Biol Med. 2014;54:1–13.
	47.	 Serteyn A, Vullings R, Meftah M, et al. Motion artifacts in capacitive ECG measurements: reducing the combined 

effect of dc voltages and capacitance changes using an injection signal. IEEE Trans Biomed Eng. 2015;62:264–73.
	48.	 Pinheiro E, Postolache O, Girão P. Theory and developments in an unobtrusive cardiovascular system representation: 

ballistocardiography. Open Biomed Eng J. 2010;4:201.
	49.	 Podbreznik P, Donlagić D, Lešnik D, et al. Cost-efficient speckle interferometry with plastic optical fiber for unobtru‑

sive monitoring of human vital signs. J Biomed Opt. 2013;18:107001.
	50.	 Girão PS, Postolache O, Postolache G, et al. Microwave Doppler radar in unobtrusive health monitoring. J Phys Conf 

Ser. 2015;588:012046.
	51.	 Pentland A. Healthwear: medical technology becomes wearable. Stud Health Technol Inform. 2015;118:55–65.
	52.	 Vashist SK. Non-invasive glucose monitoring technology in diabetes management: a review. Anal Chim Acta. 

2012;750:16–27.
	53.	 Yan K, Zhang D, Wu D, et al. Design of a breath analysis system for diabetes screening and blood glucose level 

prediction. IEEE Trans Biomed Eng. 2014;61:2787–95.
	54.	 Choi H, Naylon J, Luzio S, et al. Design and in vitro interference test of microwave noninvasive blood glucose moni‑

toring sensor. IEEE Trans Microw Theory Tech. 2015;63:3016–25.
	55.	 Hansen AH, Duun-Henriksen AK, Juhl R, et al. Predicting plasma glucose from interstitial glucose observations using 

Bayesian methods. J Diabetes Sci Technol. 2014;8:321–30.
	56.	 Miller R, Masarie FE, Myers JD. Quick medical reference (QMR) for diagnostic assistance. MD Comput. 1985;3:34–48.
	57.	 Miller RA, McNeil MA, Challinor SM, et al. The INTERNIST-1/quick medical reference project? West J Med. 

1986;145:816.
	58.	 Shwe MA, Middleton B, Heckerman D, et al. Probabilistic diagnosis using a reformulation of the INTERNIST-1/QMR 

knowledge base. Methods Inf Med. 1991;30:241–55.
	59.	 Jaakkola TS, Jordan MI. Variational probabilistic inference and the QMR-DT network. J Artif Intell Res. 

1999;10:291–322.
	60.	 Burrage K, Hood L, Ragan MA. Advanced computing for systems biology. Brief Bioinform. 2006;7:390–8.
	61.	 Miller RA. Medical diagnostic decision support systems-past, present, and future. J Am Med Inform Assoc. 

1994;1:8–27.
	62.	 Musen MA, Middleton B, Greenes RA. Clinical decision-support systems. Biomedical informatics. London: Springer; 

2014.
	63.	 van Schalkwijk DB, van Bochove K, van Ommen B, et al. Developing computational model-based diagnostics to 

analyse clinical chemistry data. Brief Bioinform. 2010;11:403–16.
	64.	 Islam MS, Zargar A, Dyck R, et al. Data fusion-based risk assessment framework: an example of benzene. Int J Syst 

Assur Eng Manag. 2012;3:267–83.
	65.	 Basir O, Yuan X. Engine fault diagnosis based on multi-sensor information fusion using Dempster–Shafer evidence 

theory. Inf Fusion. 2007;8:379–86.



Page 47 of 47Tang et al. BioMed Eng OnLine 2018, 17(Suppl 2):147

•
 
fast, convenient online submission

 •
  

thorough peer review by experienced researchers in your field

• 
 
rapid publication on acceptance

• 
 
support for research data, including large and complex data types

•
  

gold Open Access which fosters wider collaboration and increased citations 

 
maximum visibility for your research: over 100M website views per year •

  At BMC, research is always in progress.

Learn more biomedcentral.com/submissions

Ready to submit your research ?  Choose BMC and benefit from: 

	66.	 Hasenauer J, Jagiella N, Hross S, et al. Data-driven modelling of biological multi-scale processes. J Coupled Syst 
Multiscale Dyn. 2015;3:101–21.

	67.	 Bako L. Real-time classification of datasets with hardware embedded neuromorphic neural networks. Brief Bioin‑
form. 2010;11:348–63.

	68.	 Amato F, López A, Peña-Méndez EM, et al. Artificial neural networks in medical diagnosis. J Appl Biomed. 
2013;11:47–58.

	69.	 Azuaje F, Devaux Y, Wagner D. Computational biology for cardiovascular biomarker discovery. Brief Bioinform. 
2009;10:367–77.

	70.	 Parton A, McGilligan V, O’Kane M, et al. Computational modelling of atherosclerosis. Brief Bioinform. 
2015;17(4):562–75.

	71.	 Vyshemirsky V, Girolami MA. Bayesian ranking of biochemical system models. Bioinformatics. 2008;24:833–9.
	72.	 Kitano H. Systems biology: a brief overview. Science. 2002;295:1662–4.
	73.	 Lillacci G, Khammash M. Parameter estimation and model selection in computational biology. PLoS Comput Biol. 

2010;6:e1000696.
	74.	 Hood L, Heath JR, Phelps ME, et al. Systems biology and new technologies enable predictive and preventative 

medicine. Science. 2004;306:640–3.
	75.	 Hood L, Flores M. A personal view on systems medicine and the emergence of proactive p4 medicine: predictive, 

preventive, personalized and participatory. New Biotechnol. 2012;29:613–24.
	76.	 Auffray C, Chen Z, Hood L. Systems medicine: the future of medical genomics and healthcare. Genome Med. 

2009;1:1.
	77.	 Gonzalez-Angulo AM, Hennessy BT, Mills GB. Future of personalized medicine in oncology: a systems biology 

approach. J Clin Oncol. 2010;28:2777–83.
	78.	 Chen R, Snyder M. Systems biology: personalized medicine for the future? Curr Opin Pharmacol. 2012;12:623–8.
	79.	 Lucas PJ, Abu-Hanna A. Prognostic methods in medicine. Artif Intell Med. 1999;15:105–19.
	80.	 Nikovski D. Constructing Bayesian networks for medical diagnosis from incomplete and partially correct statistics. 

IEEE Trans Knowl Data Eng. 2000;12:509–16.
	81.	 Wilkinson DJ. Bayesian methods in bioinformatics and computational systems biology. Brief Bioinform. 

2007;8:109–16.
	82.	 Nadathur SG. Bayesian networks in the health domain. Dynamic and advanced data mining for progressing techno‑

logical development: innovations and systemic approaches. New York: Information Science Reference; 2009.
	83.	 Hunter PJ, Crampin EJ, Nielsen PM. Bioinformatics, multiscale modeling and the IUPS physiome project. Brief Bioin‑

form. 2008;9:333–43.
	84.	 Oniśko A, Druzdzel MJ. Impact of precision of Bayesian network parameters on accuracy of medical diagnostic 

systems. Artif Intell Med. 2013;57:197–206.
	85.	 Seixas FL, Zadrozny B, Laks J, et al. A Bayesian network decision model for supporting the diagnosis of dementia, 

alzheimer’s disease and mild cognitive impairment. Comput Biol Med. 2014;51:140–58.
	86.	 Sandu A, Chai T. Chemical data assimilation—an overview. Atmosphere. 2011;2:426–63.
	87.	 Rickett LM, Pullen N, Hartley M. Incorporating prior knowledge improves detection of differences in bacterial 

growth rate. BMC Syst Biol. 2015;9:60.
	88.	 Wikle CK, Berliner LM. A Bayesian tutorial for data assimilation. Physica D. 2007;230:1–16.
	89.	 Miller RN. Topics in data assimilation: stochastic processes. Physica D. 2007;230:17–26.
	90.	 Berliner LM, Wikle CK. Approximate importance sampling Monte Carlo for data assimilation. Physica D. 

2007;230:37–49.
	91.	 Galantowicz JF, Entekhabi D, Njoku EG. Tests of sequential data assimilation for retrieving profile soil moisture and 

temperature from observed L-band radiobrightness. IEEE Trans Geosci Remote Sens. 1999;37:1860–70.
	92.	 Moradkhani H, Sorooshian S, Gupta HV, et al. Dual state—parameter estimation of hydrological models using 

ensemble Kalman filter. Adv Water Resour. 2005;28:135–47.
	93.	 Chabiniok R, Moireau P, Lesault PF, et al. Trials on tissue contractility estimation from cardiac cine MRI using a biome‑

chanical heart model. Functional imaging and modeling of the heart. Berlin: Springer; 2011.
	94.	 Imperiale A, Chabiniok R, Moireau P, et al. Constitutive parameter estimation methodology using tagged-MRI data. 

Functional imaging and modeling of the heart. Berlin: Springer; 2011.
	95.	 Lanckriet GR, De Bie T, Cristianini N, et al. A statistical framework for genomic data fusion. Bioinformatics. 

2004;20:2626–35.


	Data assimilation and multisource decision-making in systems biology based on unobtrusive Internet-of-Things devices
	Abstract 
	Background
	Data collection devices for bioinformatics
	Fusion of multisource evidence in systems biology
	Data assimilation in biology and medicine
	Conclusions and future development
	Declarations
	References




