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Abstract 

Objectives: Use of an AI system based on deep learning to investigate whether the 
system can aid in distinguishing malignant from benign calcifications on spot magnifi‑
cation mammograms, thus potentially reducing unnecessary biopsies.

Methods: In this retrospective study, we included public and in‑house datasets with 
annotations for the calcifications on both craniocaudal and mediolateral oblique vies, 
or both craniocaudal and mediolateral views of each case of mammograms. All the 
lesions had pathological results for correlation. Our system comprised an algorithm 
based on You Only Look Once (YOLO) named adaptive multiscale decision fusion mod‑
ule. The algorithm was pre‑trained on a public dataset, Curated Breast Imaging Subset 
of Digital Database for Screening Mammography (CBIS‑DDSM), then re‑trained and 
tested on the in‑house dataset of spot magnification mammograms. The performance 
of the system was investigated by receiver operating characteristic (ROC) analysis.

Results: We included 1872 images from 753 calcification cases (414 benign and 339 
malignant) from CBIS‑DDSM. From the in‑house dataset, 636 cases (432 benign and 
204 malignant) with 1269 spot magnification mammograms were included, with all 
lesions being recommended for biopsy by radiologists. The area under the ROC curve 
for our system on the in‑house testing dataset was 0.888 (95% CI 0.868–0.908), with a 
sensitivity of 88.4% (95% CI 86.9–8.99%), specificity of 80.8% (95% CI 77.6–84%), and an 
accuracy of 84.6% (95% CI 81.8–87.4%) at the optimal cutoff value. Using the system 
with two views of spot magnification mammograms, 80.8% benign biopsies could be 
avoided.

Conclusion: The AI system showed good accuracy for classification of calcifications on 
spot magnification mammograms which were all categorized as suspicious by radiolo‑
gists, thereby potentially reducing unnecessary biopsies.
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Background
Breast cancer is the most common malignancy and one of the leading causes of can-
cer death in women worldwide [1]. For decades, mammography has been widely used 
as both a diagnostic tool and a screening test. Mammography is reliable in detection 
of microcalcifications which may be one of the major imaging signs of breast cancers. 
When screening mammography shows indeterminate appearing microcalcifications, 
diagnostic spot magnification mammograms will be performed thereafter, since the spot 
magnification mammograms show better spatial resolution and higher signal-to-noise 
ratio to evaluate the morphology, distribution and extension of the indeterminate cal-
cifications than screening mammography does, with management based on the most 
suspicious features. However, the decision of categorization is still dependent on subjec-
tive interpretation by radiologists. Although malignant rates vary [2], calcifications of 
categories 4 (suspicious) and 5 (highly suggestive of malignancy) as per the American 
College of Radiology Breast Imaging Reporting and Data System (BI-RADS) are rec-
ommended for biopsy. The positive predictive value (PPV) based on recommendation 
for tissue diagnosis is approximately 20–40% [3–5]. That is, a large proportion of breast 
biopsies yield benign results, and the high false-positive rate increases patient anxiety 
and the workload of health-care systems.

Deep learning-based artificial intelligence (AI) systems have been applied in breast 
imaging. Many studies have shown that AI systems may reduce workload in screening 
mammograms [6–13]. However, few related studies have focused on spot magnification 
mammograms, which are often performed for indeterminate calcifications on screen-
ing mammograms. Stelzer et al. investigated texture analysis combined with a machine 
learning to predict malignancy in suspicious mammographic calcifications on one crani-
ocaudal magnification view per patient, with their approach avoiding unnecessary biop-
sies by 37.1–45.7% [14].

AI with deep learning for mammographic images require considerable computation 
power and time due to the high image resolution. In particular, intense noise decreases a 
learning machine’s performance. You Only Look Once (YOLO) is an implementation of 
convolutional neural network (CNN) and is a state-of-the-art, real-time object detection 
system introduced in 2016 [15]. This model provides faster and more accurate objection 
detection and classification than other CNN models [16]. Several studies have reported 
the good performance of the YOLO-based system for breast lesion detection or simul-
taneous detection and classification on full-field mammograms [17–21]. Baccouche 
et al. indicated that the YOLO-based model demonstrated better performance for the 
detection and classification of mass lesions than for the detection and classification of 
calcifications on mammograms because calcifications show higher variety of shapes, dis-
tributions and not as solid as compared with masses [22].

In this study, we further developed a new AI system using a YOLO-based algorithm, 
named YOLO-adaptive multiscale decision fusion (YOLO-AMDF), with a deep ensem-
ble module, to classify calcifications on spot magnification mammograms [23]. Our pri-
vate dataset comprised cases which were all evaluated as “suspicious” by radiologists and 
sent for biopsy. This made the classification task more challenging than usual screen-
ing population. The model’s lesion classification performance was evaluated on both 
a public dataset of full-field digitized mammograms and an in-house dataset of spot 
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magnification mammograms with biopsy-confirmed results of calcifications all catego-
rized as “suspicious” by radiologists. The model showed better performance than the 
original YOLO with good accuracy for classification of calcifications on spot magnifica-
tion mammograms, thereby potentially reducing unnecessary biopsies.

Results
Basic characteristics

The characteristics of the selected cohort are summarized in Tables 1 and 2. The selected 
dataset from the public dataset Curated Breast Imaging Subset of Digital Database for 
Screening Mammography (CBIS-DDSM) [24] contained 753 cases with calcifications 
(414 benign and 339 malignant) with 1872 mammogram images. We split them into 80% 
(602 cases) for training and 20% (151 cases) for testing the proposed algorithm in this 
study.

Our in-house dataset contained 636 cases (432 [67.92%] benign and 204 [32.08%] 
malignant) with 1269 images. All patients were women aged 29–81 years who had sus-
picious appearing calcifications on diagnostic spot magnification mammograms with 

Table 1 Number of images in the train and test sets of CBIS‑DDSM and in‑house dataset

CBIS-DDSM, Curated Breast Imaging Subset of the Digital Database for Screening Mammography

Dataset Splits Cases (n) Images (n)

Benign Malignant Benign Malignant

CBIS‑DDSM Train 329 273 1002 544

Test 85 66 197 129

Total 414 339 1199 673

In‑house Train 382 154 761 308

Test 50 50 100 100

Total 432 204 861 408

Table 2 Summary of characteristics of the in‑house dataset

Except where indicated, data are numbers of cases, with percentages in parenthesis

BI-RADS, Breast Imaging Reporting and Data System

*Three of the cases had only one image for each
† Data in parenthesis are means ± standard deviations
‡ Data in parenthesis are 95% confidence intervals

Characteristics No. of cases

No. of spot magnification images* 1269

Age at examination (y)† 29–81 (54.4 ± 8.42)

Mean time interval between image acquisition and biopsy (d)‡ 48.71 (46.3, 51.1)

BI‑RADS assessment n (%)

 4A (low suspicion for malignancy) 435 (68.4)

 4B (moderate suspicion for malignancy) 178 (27.99)

 4C (high suspicion for malignancy) 23 (3.61)

Histologic type of malignancy n (%)

 Invasive ductal carcinoma 61 (29.9)

 Invasive lobular carcinoma 3 (1.5)

 Ductal carcinoma in situ 140 (68.6)
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biopsy pathology reports available. Three patients with only one view of magnification 
mammograms were also included because the biopsied targets could be confidently 
confirmed to be the same calcifications reported on that single magnification view. The 
mean time interval between the diagnostic mammography and biopsy was 48.71 days. 
Most cases were interpreted as BI-RADS category 4A (n = 435, 68.4%). Because of the 
relatively small number of cases in our in-house dataset, we randomly split cases into 
85% (536 cases) for the training set and 15% (100 cases) for the test set to enrich the pro-
portion of training material.

Performance of the YOLO model and modified YOLO‑based AI system

The results of performance of AI are summarized in Table 3. To explore how the pro-
posed modification of YOLO-AMDF affected the performance of the YOLO-baseline, 
we compared the performance of these two models on our in-house dataset with sin-
gle view of mammogram, which included craniocaudal, mediolateral oblique, and medi-
olateral views. On our in-house dataset, the AUC of YOLO-AMDF was 0.83 (95% CI 
0.81–0.85) and accuracy was 79.4% (95% CI 77.1–81.7%); the AUC of YOLO-baseline 
was 0.766 (95% CI 0.732–0.8) and accuracy was 74.5% (95% CI 71.2–77.8%). Using the 
YOLO-AMDF module, the improvement in the mean AUC was 8.3% (P < 0.05).

To confirm the effectiveness of our system, we also validated it on CBIS-DDSM and 
compared it with other work on this dataset. The results are summarized in Table 4. Our 

Table 3 Diagnostic accuracy of for differentiating benign and malignant calcifications on spot 
magnification mammogram of in‑house dataset

The numbers in parentheses indicate 95% confidence intervals

AUC, areas under the receiver operating characteristics curve; Sen, sensitivity; Spec, specificity; Acc, accuracy; PPV, positive 
predictive value; YOLOv4, You Only Look Once version 4; YOLO-AMDF, YOLO-Adaptive Multiscale Decision Fusion

AUC Sen % Spec % Acc % PPV %

YOLOv4‑baseline on 
single view

0.766 (0.732–0.800) 78.6 (74.9–82.3) 70.4 (63.4–77.4) 74.5 (71.2–77.8) 77.1 (73.7–80.5)

YOLO‑AMDF on 
single view

0.830 (0.810–0.850) 78.7 (76.1–81.3) 80.2 (77.9–82.5) 79.4 (77.1–81.7) 80.0 (77.8–82.2)

Proposed AI system 
on single view

0.867 (0.851–0.883) 83.0 (80.2–85.8) 81.0 (77.9–84.1) 82.0 (79.8–84.2) 82.3 (79.9–84.7)

Proposed AI system 
on two views

0.888 (0.868–0.908) 88.4 (86.9–89.9) 80.8 (77.6–84.0) 84.6 (81.8–87.4) 83.3 (80.8–85.8)

Table 4 Performance of proposed system and other algorithms on CBIS‑DDSM dataset

AUC, areas under the receiver operating characteristics curve; Sen, sensitivity; Spec, specificity; Acc, accuracy; PPV, positive 
predictive value; YOLOv4, You Only Look Once version 4

Methods (single view) AUC Sen % Spec % Acc % PPV %

Proposed AI system 0.847 68.2 86.8 79.5 77.2

YOLOv4‑baseline 0.76 66.8 75.1 71.8 63.7

AlexNet 0.711 53.5 75.1 66.6 58.5

VGG‑16 0.713 58.9 75.6 69.0 61.3

CSPDarknet53 0.660 41.1 82.7 66.3 60.9

CSPDarknet53 + AMDF 0.759 51.2 85.8 72.1 70.2
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system achieves the AUC of 0.847 and the accuracy rate of 79.5%, outperforming the 
result of others.

When evaluating the performance of the overall proposed AI system incorporating the 
YOLO-AMDF and deep ensemble module in the model (Fig. 1) on the in-house dataset 
with two views, that is, the average prediction score of both views (both craniocaudal 
and mediolateral oblique views, or both craniocaudal and mediolateral views) for each 
case, the overall AUC in the five holdout validations was 0.888 (95% CI 0.868–0.908), 
and the accuracy was 84.6% (95% CI 81.8–87.5%). The sensitivity was 88.4% (95% CI 
86.9–89.9%), and the specificity was 80.8% (95% CI 77.6–84.0%). Therefore, in our test 
set, 80.8% benign biopsies could be avoided.

Discussion
In this study, we developed a proposed AI algorithm for classifying calcifications on spot 
magnification mammograms assessed as BI-RADS category 4 by radiologists, which 
yielded an AUC of 0.888 for our in-house dataset. To our knowledge, this study is the 
first attempt to use the YOLO-based model to classify suspicious appearing calcifica-
tions on spot magnification mammograms.

The previously reported studies have explored the application of AI systems on the 
workflow of breast cancer screening [6–13, 25–29]. Most of the algorithms were devel-
oped on full-field digital mammograms and cannot be directly applied on magnifica-
tions mammograms. However, in a standard diagnostic workflow for calcifications on 
full-field mammograms, spot magnification views for indeterminate calcifications are 
usually the last decisive images undertaken before biopsy. Therefore, our algorithm was 
developed to assist in classification of calcifications on spot magnification views. And to 
provide a training dataset with better quality, we used ground truth labels with bounding 
box annotation for the calcifications on images.

Fig. 1 The proposed classification system of calcifications on mammograms. It consists of three stages: input, 
detecting calcification features using YOLOv4, and classifying using multilayer perceptron in deep ensemble 
module. CBIS‑DDSM, Curate Breast Imaging Subset of Digital Database for Screening Mammography; CC, 
craniocaudal; MLO, mediolateral oblique; YOLOv4, You Only Look Once version 4; AMDF, adaptive multiscale 
decision fusion
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The success of deep CNN in the 2012 ImageNet Large Scale Visual Recognition Chal-
lenge [30] triggered an interest in the development of better automated image analysis 
methods. CNN-based methods not only greatly improve classification performance 
but also eliminate the need to manually select distinguishable features. In this study, 
we chose YOLO as our baseline deep learning CNN model because it has better detec-
tion than other object detection CNN techniques, such as Fast R-CNN and Retina-Net. 
YOLO is open source, efficient and suitable for single GPU training [17]. As a computer-
aided diagnosis system, the basic aim is fast diagnosing suspicious regions captured 
from CC and MLO views by radiologists. Our system comprises YOLOv4 and YOLOv4-
AMDF with 59.570 and 59.573 billion floating-points operations per second (BFLOPs), 
respectively. MLP ensemble module is less than 0.001 BFLOPs. Hence, the computa-
tional complexity of our system is about 119.143 BFLOPs. Our computer-aided diag-
nosis system takes 0.430 s to diagnose one case (with both CC and MLO views) using 
a NVIDIA GeForce RTX 3060 GPU, which can provide radiologists with AI-diagnosed 
results immediately.

In our study, the proposed AI system with modification of the AMDF model combin-
ing deep ensemble module enhanced the performance of YOLO for the classification of 
calcifications, in both the public dataset CBIS-DDSM and our in-house datasets. How-
ever, whether the performance of the model is comparable to the regular non-magnified 
digital mammograms needs further validation.

Among the AI systems developed for mammograms, some were trained on a single 
view and some on multiple views. To be in line with our clinical practice, in our study 
the system was trained and validated on single view, while average scores of both CC 
and MLO views for each case were used at exploring system performance on combin-
ing these two views. The results showed that slightly higher AUC (0.888, 95% CI 0.868–
0.90) was achieved when using two views than when using only one view (0.867, 95% 
CI 0.851–0.883) though not reaching statistical significance. Khan et al. [31] proposed 
a feature fusion strategy of four views to build a classification model and concluded that 
multi-view feature fusion-based system is more efficient than single view-based system. 
Yang et  al. [32] proposed enhanced multi-view DNN architecture MommiNet to per-
form joint ipsilateral and bilateral analysis on mammograms and showed great potential 
for mass malignancy classification. In most cases of spot magnification mammography, 
bilateral views of the breasts are not available. However, future work on processing mul-
tiple views of mammograms of each case during the development of algorithm may be 
worth further investigation.

This in-house dataset comprised BI-RADS category four cases, which means calcifica-
tions in all these cases were evaluated as “suspicious” by radiologists and sent for biopsy. 
Thus, the discrimination of breast cancer with calcifications in this population was more 
challenging than for the overall screening population, which generally yields negative or 
benign results. Our algorithm demonstrated good performance in discriminating these 
category 4 calcifications. Its application in the clinical setting may assist in discrimina-
tion of BI-RADS 4 calcifications during diagnostic workup and thus reduce unnecessary 
biopsies.

Although interobserver and intra-observer variability in mammographic inter-
pretation is substantial [33, 34] and classification of breast calcifications based on the 
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BI-RADS descriptors of morphology and distribution had been shown to have varied 
likelihood of malignancy [2, 35], descriptors for suspicious calcifications remain a core 
component of BI-RADS lexicon. We ensembled these imaging descriptors through MLP, 
and the whole proposed AI system achieved better performance by correctly classify-
ing some cases that were difficult to distinguish by using YOLO-baseline and YOLO-
AMDF. We recorded the descriptors from the original reports of radiologists to reflect 
the real-world practice as much as possible. Given the existence of interobserver and 
intra-observer variability in descriptors, the weights of this MLP might change corre-
spondingly to the experience of radiologists. Further studies should investigate more 
valuable clinical characteristics as ensemble models or multi-tasking learning module 
utilizing richer information such as prior mammograms, age, family history, symptoms, 
and BI-RADS assessment.

Yoon et al. [12] found that calcifications with same morphology or BI-RADS assess-
ment featured significantly higher positive predictive value (PPV) when they had posi-
tive AI-CAD scores than those with negative AI-CAD scores. Our results also revealed 
that even though the algorithm only processed the most recent spot magnification mam-
mograms, while radiologists could obtain other information such as patient history or 
series of previous mammograms if available, the proposed AI system still differentiated 
benign and malignant calcifications for the BI-RADS 4 calcifications interpreted by radi-
ologists. The performance of this system indicates that AI systems may assist radiolo-
gists in decision-making and thereby potentially reduce unnecessary biopsies. However, 
further investigation is needed to determine alternative imaging surveillance strategies 
for possible false-negative prediction when assessment of AI and humans is discordant.

This study has some limitations. First, this was a retrospective study from a selective 
population, since we only included cases of BI-RADS 4 in our in-house dataset with a 
small sample size enriched with cancer cases. Second, the patient cohort comprised a 
purely Asian women population, which may limit direct application to a more racially 
diverse population. Third, the original assessment of BI-RADS category 4 was reported 
from radiologists of different levels of experience in breast imaging, however, this 
reflects our routine clinical practice. Fourth, we did not perform a double reading study 
for the same test sets to compare the performance between AI stand-alone and double 
reading by radiologists, and did not validate the performance on an independent patient 
cohort. Therefore, the reported performance is related to a specific study setting.

In the future, extended studies may be needed to investigate the performance of this 
algorithm on regular full-field digital mammograms or digital breast tomosynthesis, 
explore valuable clinical characteristics for designing ensemble models, and examine the 
implementation of the algorithm in clinical workflow.

Conclusion
Our proposed AI algorithm based on You Only Look Once model that was trained on 
public and private datasets with ground truth for differentiating benign and malignant 
calcifications on spot magnification mammograms, and the AI system showed good 
accuracy for classification of calcifications on spot magnification mammograms which 
were all categorized as suspicious by radiologists, thereby potentially reduce unnecessary 
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biopsies. Prospective studies are needed to investigate how the potential benefits of AI 
translate into clinical practice.

Methods
This retrospective study was approved by the institutional review board of our hospital 
and the requirement for informed consent was waived.

Data collection

Public dataset

The public dataset Curated Breast Imaging Subset of Digital Database for Screening 
Mammography (CBIS-DDSM) is the updated version of the DDSM which contains a 
subset of the original DDSM images in Digital Imaging and Communications in Medi-
cine (DICOM) format and pathologic diagnoses [24]. We included only calcification 
cases from the dataset and split them into 80% for training and 20% for testing the pro-
posed algorithm in this study.

In‑house dataset

For the in-house dataset, the data of eligible patients between January 2016 and Septem-
ber 2020 were retrieved from a dedicated patient registry of patients undergoing stereo-
tactic vacuum-assisted breast biopsy or mammography-guided needle localization for 
subsequent excisional biopsy of suspicious calcifications on spot magnification mam-
mography in our hospital. Demographic, radiological, and histopathological data were 
retrieved from our hospital’s records. The interpretation of spot magnification by radiol-
ogists was based on Breast Imaging Reporting and Data System (BI-RADS) by American 
College of Radiology (ACR) [3] and the suspicious appearing calcifications were assessed 
as BI-RADS category 4 (suspicious) and subdivided into BI-RADS 4A, low suspicious 
for malignancy (> 2% to ≦ 10%), BI-RADS 4B, moderate suspicion for malignancy (> 10% 
to ≦ 50%), and BI-RADS 4C, high suspicion for malignancy (> 50% to < 95%). Malig-
nant pathologies included ductal carcinoma in situ, microinvasive carcinoma, invasive 
ductal carcinoma and invasive lobular carcinoma; all other pathologies were considered 
benign. Imaging data of the included patients comprised both craniocaudal and medi-
olateral oblique or mediolateral spot magnification views. Three patients with only one 
view of magnification mammograms were also included because the biopsied targets 
could be confidently confirmed to be the same calcifications reported on that single 
magnification view. Two radiologists with 10 and 20 years of experience in breast imag-
ing retrospectively annotated the region of interest manually and surrounding the area 
containing biopsied calcifications after reviewing the diagnostic spot magnification and 
biopsy images. Because of the relatively small number of cases in our in-house dataset, 
we randomly split cases into 85% for the training set and 15% for the test set to enrich 
the proportion of training material.

Development of the AI system

The framework of our proposed AI system and YOLO (referred to as YOLO-base-
line) system is illustrated in Fig. 1. It consists of three stages: input the public and in-
house dataset to the system, to detect and classify the calcification features using 
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YOLO-baseline and the modification of YOLO as deep learning model in the classifica-
tion algorithm; to make final classification of the calcifications using multilayer percep-
tron (MLP) in the deep ensemble module.

The overall architecture is demonstrated in Fig. 2, with N3, N4, and N5 denoting the 
newly generated-feature maps corresponding to levels 3–5 of PANet [36], which is the 
neck architecture for feature aggregation in the original YOLO framework. The origi-
nal mammograms without preprocessing were used as input of YOLO-AMDF. Finally, 
we classified the calcifications using multilayer perceptron (MLP) in the deep ensem-
ble module. The MLP input comprised two parts: the confidence scores of output from 
the deep learning models, and the radiologists’ descriptors about morphology and dis-
tribution of target calcifications. The details of the proposed framework including pre-
processing mask overlap, YOLO-AMDF and deep ensemble module are described in 
following sections.

Preprocessing mammograms

In the stage of the classification system, we used the preprocessing mask overlap mam-
mograms to increase the contrast between the calcifications and the background breast 
tissue (examples shown in Fig. 3) and used as YOLO-baseline input [37].

The procedures of preprocessing mask overlap include: first, the original image was 
sent through a 3 × 3 median filter to reduce noise. Next, gamma correction was per-
formed to increase the contrast between the calcifications and remaining breast tissue. 
The top-hat algorithm was used to extract the calcifications and return the binary seg-
mentation mask of calcifications. Finally, the mask and the original image were superim-
posed to obtain the preprocessing mammograms.

Image data augmentation

In this research, we used three data augmentation methods to increase the training set:

1. Image color data augmentation. We change image saturation and exposure in [1.0/
saturation, saturation] times and [1.0/exposure, exposure] times.

2. Image transformation data augmentation. We randomly resize the image between 
0.7× and 1.3× in width and height. Also, we randomize the input size every ten iter-
ations. We set the random coefficient as 1.4 so the input size will be set between 
1.4× or 11.4 × every ten iterations.

Fig. 2 Examples of pre‑processed mask overlap images. CC, craniocaudal view; MLO, mediolateral oblique 
view
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3. Mosaic data augmentation. Mosaic data augmentation combines 4 training images 
into one. It is the new data augmentation technique introduced in YOLOv4.”

Architecture modification of YOLO

Our system used a proposed adaptive multiscale decision fusion (AMDF) module with 
a pyramid architecture to correlate the features of calcifications between morphology 
and distribution based on YOLO (“YOLO-AMDF”) [22]. The original YOLO frame-
work includes three parts: the backbone, neck, and head. CSPDarknet-53 is the main 
characteristic of the YOLO backbone. The CBM, which is a combination of convolution 
layer (C), batch normalization (B), and Mish activation function (M), was the input of 
CSPDarknet53. CSPDarknet53 divides the feature maps into two parts. In the first part, 
the gradient changes from the beginning to the end are recorded into the feature map, 
which reduces the number of calculations, and memory cost and ensures high accuracy. 
The second part includes the ResNet skip connections. Finally, the first part is concat-
enated with the feature map generated in the second part. In the neck, the PANet is 
used in YOLO. PANet employs bottom path augmentation with prior local convolution 
layers through the upsampling operation to shorten the information path and enhance 
the feature pyramid with accurate localization signals existing at low levels. In the head 
of YOLO, the feature layer is detected and regressed through the convolution layer and 
anchor boxes are generated with class probabilities and bounding box offsets. The over-
all architecture is demonstrated in Fig. 3 of the formal main text, with N3, N4, and N5 
denoting the newly generated-feature maps corresponding to levels 3–5 of PANet. The 
network predicts three bounding boxes at each scale. These predictions are encoded 
as an Nl × Nl × [3 × (1 + 4 + 2)] tensor, where l ∈ 3, 4, 5. We obtain the predictions of 
these three feature maps after YOLO’s convolutional layers cn and define the tensor as 

Fig. 3 YOLOv4‑AMDF architecture. The backbone and feature aggregation parts of YOLOv4 are combined 
with the proposed AMDF module for fusion predetection representation dl of each scales, where pc denotes 
the objectness prediction of the corresponding levels, bx, by, bh, bw are the bounding box offsets, c1, c2 
represent the class predictions, α , β , γ are reliabilities of each scale and ⊕ denotes pixel‑wise addition. ys is 
the tensor for final prediction. YOLO v4, You Only Look Once version 4; MC, microcalcification; ROI, region of 
interest
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predetection representation d, where l ∈ 3, 4, 5. Our decision fusion strategy can be rep-
resented as follows:

where ys is the weighted sum of class probabilities for diagnosis results from small to 
large scopes with α, β, and γ being their corresponding reliabilities. We adopted the soft-
max-based weighted fusion approach proposed by Liu et al. [38] and Wang et al. [39]. 
The general forms of the coefficients α, β and γ, can be formulated by introducing three 
real parameters λα, λβ, and λγ as follows:

Similarly, two more equations are used for β and γ. The real parameters λα, λβ, and 
λγ can be well learned through back-propagation. We use ys as the tensor for final pre-
diction. Following the back-propagation process, the gradient of feature map Nl can be 
obtained by the chain rule:

Note that ∂L
∂ys

 in this equation shares the same value among all levels. Furthermore, ∂ys
∂dl

 
equals to the corresponding reliabilities.

We used visualization for the feature maps during the inference process of some cases 
from our in-house data set (Fig. 4). The original calcification regions are presented on 
the left column. The feature maps produced by YOLOv4 are displayed in the middle and 
the feature maps produced by YOLOv4-AMDF are displayed on the right column.

The loss function of YOLOv4-AMDF is binary cross-entropy and is represented as 
follows:

where n represents the number of samples; ŷ and ŷi represent the output of the model 
and the output of the model of sample i, respectively. y and yi is the ground truth and the 
ground truth of the sample i, respectively, and yi ∈ 0.1.

Deep ensemble module for calcification classifier

The ensemble classifier was applied as the multi-layer perceptron (MLP). MLP with 
two hidden layers was trained using the adaptive learning rate optimization algorithm 
(Adam) solver, and hyperbolic tangent (Tanh) was used as the activation function. 
The initial learning rate was 0.005, and the regularization parameter alpha was 0.0001 
(Table 5). The MLP input was composed of the confidence scores and the radiologists’ 
descriptors of the morphology and the distribution of calcifications. The confidence 
scores included output from two models, that is, preprocessed (mask overlap) images 
through YOLOv4, and original images through the proposed YOLOv4-AMDF, respec-
tively. In our initial experiments, the clinical information including age, ratio and size 

ys = αd3+ βd4 + γd5,

α =
e�α

e�α + e�β + e�γ
,α + β + γ = 1 and α,β , γ ∈ [0, 1].

∂L

∂Nl
=

∂L

∂ys
·
∂ys

∂dl
·
∂dl

∂cn
·
∂cn

∂Nl
.

l
(
y, ŷ

)
= −

n∑

i=1

(
yilog

(
ŷi
)
+

(
1− yi

)
log(1− ŷi)

)
,
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of the region of interest were also included as part of the MLP. The mixed data type 
of input representation is adopted. The model confidence scores, age, size and aspect 
ratio of regions of interest containing calcifications are continuous variables, while 
the descriptors given by the radiologists are categorical variables. Additionally, we use 

Fig. 4 Visualization of YOLOv4 and YOLOv4‑AMDF. a Case_289_MLO. Morphology: pleomorphic; distribution: 
grouped; biopsy: malignant. b Case_533_CC. Morphology: fine‑linear branching; distribution: segmental; 
biopsy: malignant. c Case_601_CC. Morphology: amorphous; distribution: segmental; biopsy: malignant

Table 5 MLP configuration

Hidden layer number 2

Activation Tanh

Solver Adam

Regularization parameter alpha 0.0001

Learning rate initialization 0.005

Validation fraction 0.2
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one-hot encoding to represent the information of descriptions because the calcifications 
probably have more than one morphologic pattern. For the input with continuous varia-
bles, the values are scaled to have the data distribution with zero mean and unit variance 
before being input to MLP. The standard score of a sample x is calculated as:

where u is the mean of the training samples and s is the standard deviation of the train-
ing samples.

Performance evaluation of the proposed deep learning model

The initial model was pre-trained on the CBIS-DDSM dataset, and then retrained on 
the in-house dataset. The diagnostic performance of baseline YOLO, YOLO-AMDF, and 
the proposed AI system was estimated. We evaluated the performance of the model by 
using Monte Carlo cross-validation with a randomized split of in-house dataset into 85% 
for the train set and 15% for the test set for five holdout validations. When exploring 
AI performance on combined two views, that is, craniocaudal and mediolateral oblique 
views, or craniocaudal and mediolateral views, we considered the average scores of both 
images for each case.

To verify the effectiveness of our system, we tested it on the CBIS-DDSM and com-
pared its performance with other algorithms applied to this dataset.

Statistical analysis

The accuracy, sensitivity, specificity, positive predictive value (PPV), and receiver oper-
ating characteristic (ROC) analyses were performed, and area under the ROC curve 
(AUC) values for all the systems were obtained. The optimal cut-point value was deter-
mined using the method proposed by Ilker Unal [40]. P < 0.05 was set as statistically sig-
nificant. Computation of P values and confidence intervals was conducted in Python 
using the Numpy (version 1.18.1) and Scipy (version 1.5.1) packages.

Abbreviations
AI  Artificial intelligence
BI‑RADS  Breast Imaging Reporting and Data System
CBIS‑DDSM  Curated Breast Imaging Subset of Digital Database for Screening Mammography
MLP  Multilayer perceptron
YOLO  You Only Look Once

Acknowledgements
The authors would like to acknowledge the support from Taipei Veterans General Hospital and colleagues of Institute of 
Computer Science and Information Engineering, National Cheng Kung University.

Author contributions
JLC, LHC, JW, CYC, and SMG contributed to concept and design. JLC, LHC, and JW were involved in acquisition, analysis, 
and interpretation of data. LHC conducted statistical analysis. JLC, LHC, JW, TWH and SMG drafted the manuscript. JLC, 
LHC, JW and SMG performed critical revision of the manuscript for important intellectual content. All authors contrib‑
uted to the article and approved the submitted version. All authors read and approved the final manuscript.

Funding
This work was partially supported by Ministry of Science and Technology (MOST) of Taiwan under Grants MOST 
104‑2221‑E‑006‑159‑MY2 and MOST 109‑2221‑E‑006‑193, and grant V111C‑225 by Taipei Veterans General Hospital, 
Taiwan.

Availability of data and materials
The datasets generated and/or analyzed during the current study are not publicly available due to security of research 
data concerns but are available from the corresponding author on reasonable request.

z =
x − u

s
,



Page 14 of 15Chen et al. BioMedical Engineering OnLine           (2023) 22:54 

Declarations

Ethics approval and consent to participate
This retrospective study was approved by the institutional review board of our hospital (TPEVGH IRB No.:2021‑08‑006AC) 
and the requirement for informed consent was waived.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interest.

Author details
1 Department of Radiology, Far Eastern Memorial Hospital, No. 21, Sec. 2, Nanya S. Rd., Banciao Dist., New Taipei City 220, 
Taiwan. 2 Department of Radiology, Taipei Veterans General Hospital, No. 201, Sec. 2, Shipai Rd., Beitou Dist., Taipei 
City 112, Taiwan. 3 Institute of Computer Science and Information Engineering, National Cheng Kung University, No. 1, 
University Rd., Tainan City 701, Taiwan. 4 Department of Radiology, National Taiwan University College of Medicine, No. 1, 
Jenai Rd., Taipei City 100, Taiwan. 5 Department of Nurse‑Midwifery and Women Health, and School of Nursing, College 
of Nursing, National Taipei University of Nursing and Health Sciences, No. 365, Mingde Rd., Beitou Dist., Taipei City 112, 
Taiwan. 6 Department of Biomedical Imaging and Radiological Sciences, National Yang Ming Chiao Tung University, No. 
155, Sec. 2, Linong St., Beitou Dist., Taipei City 112, Taiwan. 7 Department of Radiology, Chi‑Mei Medical Center, No. 901, 
Zhonghua Rd. Yongkang Dist., Tainan City 710, Taiwan. 8 Comprehensive Breast Health Center, Taipei‑Veterans General 
Hospital, No. 201, Sec. 2, Shipai Rd., Beitou Dist., Taipei 112, Taiwan. 9 Department of Surgery, Taipei Veterans General Hos‑
pital, No. 201, Sec. 2, Shipai Rd., Beitou Dist., Taipei 112, Taiwan. 10 Department of Surgery, School of Medicine, National 
Yang Ming Chiao Tung University, No. 155, Sec. 2, Linong St., Beitou Dist., Taipei 112, Taiwan. 

Received: 29 January 2023   Accepted: 13 May 2023

References
 1. Sung H, Ferlay J, Siegel RL, Laversanne M, Soerjomataram I, Jemal A, Bray F. Global Cancer Statistics 2020: GLO‑

BOCAN estimates of incidence and mortality worldwide for 36 cancers in 185 countries. CA Cancer J Clin. 
2021;71:209–49.

 2. Bent CK, Bassett LW, D’Orsi CJ, Sayre JW. The positive predictive value of BI‑RADS microcalcification descriptors and 
final assessment categories. AJR Am J Roentgenol. 2010;194:1378–83.

 3. Sickles E, D’Orsi CJ. ACR BI‑RADS® follow‑up and outcome monitoring. In: ACR, editor. BI‑RADS® atlas, breast imag‑
ing reporting and data system. 5th ed. Reston: American College of Radiology; 2013.

 4. Elezaby M, Li G, Bhargavan‑Chatfield M, Burnside ES, DeMartini WB. ACR BI‑RADS assessment category 4 subdivi‑
sions in diagnostic mammography: utilization and outcomes in the national mammography database. Radiology. 
2018;287:416–22.

 5. Domingo L, Hofvind S, Hubbard RA, Román M, Benkeser D, Sala M, Castells X. Cross‑national comparison of screen‑
ing mammography accuracy measures in U.S., Norway, and Spain. Eur Radiol. 2016;26:2520–8.

 6. Kim HE, Kim HH, Han BK, Kim KH, Han K, Nam H, Lee EH, Kim EK. Changes in cancer detection and false‑positive 
recall in mammography using artificial intelligence: a retrospective, multireader study. Lancet Digit Health. 
2020;2:e138–48.

 7. Mayo RC, Kent D, Sen LC, Kapoor M, Leung JWT, Watanabe AT. Reduction of false‑positive markings on mammo‑
grams: a retrospective comparison study using an artificial intelligence‑based CAD. J Digit Imaging. 2019;32:618–24.

 8. McKinney SM, Sieniek M, Godbole V, Godwin J, Antropova N, Ashrafian H, et al. International evaluation of an AI 
system for breast cancer screening. Nature. 2020;577:89–94.

 9. Raya‑Povedano JL, Romero‑Martín S, Elías‑Cabot E, Gubern‑Mérida A, Rodríguez‑Ruiz A, Álvarez‑Benito M. AI‑based 
strategies to reduce workload in breast cancer screening with mammography and tomosynthesis: a retrospective 
evaluation. Radiology. 2021;300:57–65.

 10. Schaffter T, Buist DSM, Lee CI, Nikulin Y, Ribli D, Guan Y, et al. Evaluation of combined artificial intelligence and radi‑
ologist assessment to interpret screening mammograms. JAMA Netw Open. 2020;3:e200265.

 11. Do YA, Jang M, Yun B, Shin SU, Kim B, Kim SM. Diagnostic performance of artificial intelligence‑based computer‑
aided diagnosis for breast microcalcification on mammography. Diagnostics. 2021;11:1409.

 12. Yoon J, Lee HS, Kim MJ, Park VY, Kim EK, Yoon JH. AI‑CAD for differentiating lesions presenting as calcifications only 
on mammography: outcome analysis incorporating the ACR BI‑RADS descriptors for calcifications. Eur Radiol. 
2022;32:6565–74.

 13. Lee SE, Kim GR, Yoon JH, Han K, Son WJ, Shin HJ, Moon HJ. Artificial intelligence assistance for women who had spot 
compression view: reducing recall rates for digital mammography. Acta Radiol. 2022;25:2841851221140556.

 14. Stelzer PD, Steding O, Raudner MW, Euller G, Clauser P, Baltzer PAT. Combined texture analysis and machine learning 
in suspicious calcifications detected by mammography: Potential to avoid unnecessary stereotactical biopsies. Eur J 
Radiol. 2020;132:109309.

 15. Redmon J, Divvala S, Girshick R, Farhadi A. You Only Look Once: unified, real‑time object detection. 2016. arXiv: 1506. 
02640 v5. Accessed 1 Dec 2019.

 16. Du J. Understanding of object detection based on CNN Family and YOLO. J Phys. 2018; Conf. Ser. 1004 012029.
 17. Aly GH, Marey M, El‑Sayed SA, Tolba MF. YOLO based breast masses detection and classification in full‑field digital 

mammograms. Comput Methods Programs Biomed. 2021;200:105823.

http://arxiv.org/abs/1506.02640v5
http://arxiv.org/abs/1506.02640v5


Page 15 of 15Chen et al. BioMedical Engineering OnLine           (2023) 22:54  

 18. Al‑Antari MA, Al‑Masni MA, Choi MT, Han SM, Kim TS. A fully integrated computer‑aided diagnosis system for digital 
X‑ray mammograms via deep learning detection, segmentation, and classification. Int J Med Inform. 2018;117:44.

 19. Al‑Antari MA, Han SM, Kim TS. Evaluation of deep learning detection and classification towards computer‑aided 
diagnosis of breast lesions in digital X‑ray mammograms. Comput Methods Programs Biomed. 2020;196:105584.

 20. Aly GH, Marey MAE‑R, El‑Sayed Amin S, Tolba MF. YOLO V3 and YOLO V4 for masses detection in mammograms with 
ResNet and Inception for masses classification. In: AMLTA. Advances in Intelligent Systems and Computing. 2021. 
https:// doi. org/ 10. 1007/ 978‑3‑ 030‑ 69717‑4_ 15.

 21. Hamed G, Marey M, Amin SE, Tolba MF. Automated breast cancer detection and classification in full field digital 
mammograms using two full and cropped detection paths approach. IEEE Access. 2021;9:116898–913.

 22. Baccouche A, Garcia‑Zapirain B, Castillo Olea C, Elmaghraby SA. Breast lesions detection and classification via YOLO‑
based fusion models. Comput Mater Contin. 2021;69:1407–25.

 23. Bochkovskiy A, Wang C‑Y, Liao H‑YM. YOLOv4: optimal speed and accuracy of object detection. 2020. arXiv: 2004. 
10934 v1. Accessed 1 Oct 2020.

 24. Lee RS, Gimenez F, Hoogi A, Miyake KK, Gorovoy M, Rubin DL. A curated mammography data set for use in 
computer‑aided detection and diagnosis research. Sci Data. 2017;4:170177.

 25. Yi C, Tang Y, Ouyang R, Zhang Y, Cao Z, Yang Z, Wu S, Han M, Xiao J, Chang P, Ma J. The added value of an 
artificial intelligence system in assisting radiologists on indeterminate BI‑RADS 0 mammograms. Eur Radiol. 
2022;32:1528–37.

 26. Kerschke L, Weigel S, Rodriguez‑Ruiz A, Karssemeijer N, Heindel W. Using deep learning to assist readers during the 
arbitration process: a lesion‑based retrospective evaluation of breast cancer screening performance. Eur Radiol. 
2021;32:842–52.

 27. Shen L, Margolies LR, Rothstein JH, Fluder E, McBride R, Sieh W. Deep learning to improve breast cancer detection 
on screening mammography. Sci Rep. 2019;9:12495.

 28. Verburg E, van Gils CH, van der Velden BHM, Bakker MF, Pijnappel RM, Veldhuis WB, Gilhuijs KGA. Deep learning for 
automated triaging of 4581 breast MRI examinations from the DENSE trial. Radiology. 2022;302:29–36.

 29. Ribli D, Horvath A, Unger Z, Pollner P, Csabai I. Detecting and classifying lesions in mammograms with deep learn‑
ing. Sci Rep. 2018;8:4165.

 30. Krizhevsky A, Sutskever I, Hinton GE. ImageNet classification with deep convolutional neural networks. Adv Neural 
Inf Process Syst. 2012. https:// doi. org/ 10. 1145/ 30653 86.

 31. Khan HN, Shahid AR, Raza B, Dar AH, Alquhayz H. Multi‑view feature fusion based four views model for mammo‑
gram classification using convolutional neural network. IEEE Access. 2019;7:165724–33.

 32. Yang Z, Cao Z, Zhang Y, Tang Y, Lin X, Ouyang R, Wu M, Han M, Xiao J, Huang L, Wu S, Chang P, Ma J. MommiNet‑v2: 
Mammographic multi‑view mass identification networks. Med Image Anal. 2021;73:102204.

 33. Miglioretti DL, Smith‑Bindman R, Abraham L, Brenner RJ, Carney PA, Bowles EJ, Buist DS, Elmore JG. Radiolo‑
gist characteristics associated with interpretive performance of diagnostic mammography. J Natl Cancer Inst. 
2007;99:1854–63.

 34. Lee AY, Wisner DJ, Aminololama‑Shakeri S, Arasu VA, Feig SA, Hargreaves J, et al. Inter‑reader variability in the use of 
BI‑RADS descriptors for suspicious findings on diagnostic mammography: a multi‑institution study of 10 academic 
radiologists. Acad Radiol. 2017;24:60–6.

 35. Sickles E, D’Orsi CJ, Bassett LW, et al. ACR BI‑RADS® mammography. In: ACR, editor., et al., BI‑RADS® Atlas, breast 
imaging reporting and data system. 5th ed. Reston: American College of Radiology; 2013.

 36. Liu S, Qi L, Qin H, Shi J, Jia J. Path aggregation network for instance segmentation. 2018. arXiv: 1803. 01534.
 37. Zhang X, Homma N, Goto S, Kawasumi Y, Ishibashi T, Abe M, Sugita N, Yoshizawa M. A hybrid image filtering method 

for computer‑aided detection of microcalcification clusters in mammograms. J Med Eng. 2013. https:// doi. org/ 10. 
1155/ 2013/ 615254.

 38. Liu S, Huang D, Wang Y. Learning spatial Fusion for single‑shot object detection. 2019. arXiv: 1911. 09516. Accessed 1 
Dec 2019.

 39. Wang G, Wang K, Lin L. Adaptively connected neural networks. Proc IEEE. 2019. https:// doi. org/ 10. 48550/ arXiv. 1904. 
03579.

 40. Unal I. Defining an optimal cut‑point value in ROC analysis: an alternative approach. Comput Math Methods Med. 
2017;2017:3762651.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1007/978-3-030-69717-4_15
http://arxiv.org/abs/2004.10934v1
http://arxiv.org/abs/2004.10934v1
https://doi.org/10.1145/3065386
http://arxiv.org/abs/1803.01534
https://doi.org/10.1155/2013/615254
https://doi.org/10.1155/2013/615254
http://arxiv.org/abs/1911.09516
https://doi.org/10.48550/arXiv.1904.03579
https://doi.org/10.48550/arXiv.1904.03579

	A YOLO-based AI system for classifying calcifications on spot magnification mammograms
	Abstract 
	Objectives: 
	Methods: 
	Results: 
	Conclusion: 

	Background
	Results
	Basic characteristics
	Performance of the YOLO model and modified YOLO-based AI system

	Discussion
	Conclusion
	Methods
	Data collection
	Public dataset
	In-house dataset

	Development of the AI system
	Preprocessing mammograms
	Image data augmentation
	Architecture modification of YOLO
	Deep ensemble module for calcification classifier
	Performance evaluation of the proposed deep learning model
	Statistical analysis

	Acknowledgements
	References


